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ABSTRACT
The evaluation of the use of Artificial Intelligence (AI) in legal deci-
sions may concern several factors. We structured a study conducted
by administering an online questionnaire in which the participants
had to consider different scenarios in which a decision-maker, hu-
man or artificial, made an unintentionally benevolent or malevolent
error of judgement for offences punishable by a fine (Civil Law in-
fringement) or years in prison (Criminal Law infringement). We
found that humans who delegate AIs are blamed less than solo
humans. In addition, people consider the error more serious if com-
mitted by a human being when a sentence for a crime of the penal
code is mitigated, and for an AI when a penalty is aggravated for
an infringement of the civil code.
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1 INTRODUCTION
Nowadays, the use of AI systems is becoming more and more com-
mon in the legal field [2, 10, 16, 17]. Thanks to the exponential
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advancement of the efficiency of these technologies, AI also found
its way into trials [5, 9].

’A central worry about such deployments of AI systems con-
cerns responsibility attributions’ [13]. Efficient as they are, artificial
intelligence systems are, nonetheless, systems that can lead to dis-
criminatory results [18].

Furthermore, it remains to be clarified how we assess the seri-
ousness of a decision error made by an AI [1, 7, 8, 19].

These issues appear only partially resolved to date since studies
have often attempted to address them only one at a time without
trying to analyse the complexity of their relationships. The study
presented here has been structured to provide some answers to
these relevant questions.

2 RELATEDWORKS
The relationship of human beings with the tools that have enabled
cultural evolution is absolutely special [14]. This relationship takes
on particular characteristics regarding Artificial Intelligence Sys-
tems or Big Data [3]. To date it still seems unclear under what
circumstances one tends to delegate an artificial agent with greater
or lesser confidence, and evenmore so, how the consequences of this
delegation are assessed [4]. As suggested by Chugunova and Sele
[4], conflicting findings on this issue can be reconciled with a gen-
eral willingness to include intelligent systems in decision-making
processes, even to an excessive degree, though not allocating them
to the decision [4]. Some experiments underline that human partic-
ipants prefer human decisions over AI, even if they know that AI
outperforms humans in some decision-making processes [4].

The attributions of responsibility have been studied for the ob-
jective of the delegation, which often involves a specific goal and
implies an aspect called "Blame Avoidance": the delegation could,
in fact, be used to reach a better performance, but also to circum-
vent the harmful consequences of a wrong decision (also defined
as "strategic scapegoating") [6, 15].

Malle and colleagues [11] provided evidence that people seek to
apply similar moral norms to human and artificial agents. However,
it may prove challenging to translate blame placed on artificial
agents into punishment. [6].
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Table 1: List of the scenarios.

Typology of offence Offence Punishment range Fine/sentence Mitigation Aggravation

Civil code Running a red light €167,00 - €665,00 €416,00 ↓ to €277,00 ↑ to €555,00
Civil code Excessive speeding €173,00 - €695,00 €434,00 ↓ to €289,00 ↑ to €579,00

Criminal code Killing someone with the car 2 - 7 yrs 4 yrs 5 mths ↓ to 3 yrs ↑ to 6 yrs
Criminal code Hit-and-run while driving 1,5 yrs - 6 yrs 3 yrs 8 mths ↓ to 2,5 yrs ↑ to 5 yrs

The major issue in assigning responsibility to artificial agents
may be the distribution of responsibility across the various decision-
makers involved in the process [12]. Matthias [12] underlines that
the decision of the AI could not be attributed to the manufacturer,
the programmer, or the operator because it is often impossible to
recover the decision processes made by the machines backwards.
Many studies have highlighted an asymmetry in the evaluations
we make when a human being or an artificial intelligence system
makes some mistakes [1, 8]. Due to these results, Hidalgo and
colleagues [8] formulated the hypothesis that there is a dual mode
of judgement. Artificial agents would be judged essentially by the
results of their actions, more or less harmful. On the other hand,
human decision-makers would be assessed essentially by the level
of intentionality/accidentality of their actions.

In another study, scenarios were developed in which intelligent
robots, or humans, could cause the death of either other robots
or other people by detonating a bomb. Compared to humans, the
results indicated that robots are more blamed in cases where their
actions cause harm to other robots [7]. Even in this case, intention-
ality is crucial for attributing responsibility.

The attribution of responsibility is also affected by contextual
factors that appear to influence judgement, first and foremost, the
severity of the consequences caused [8] and, related to this, whether
the harm affect other human beings or artificial entities [7].

3 THE STUDY
The objectives of the study concerned the following research ques-
tions:

RQ1 Are errors made by AIs that are delegated to make legal
judgments rated more or less serious than the same errors
made by a human judge?

RQ2 Are human beings and AI systems held equally responsible
if they make errors of judgement?

4 METHOD
4.1 Participants
We recruited 288 participants through Prolific, a commercial online
access platform (survey published on 20 Mar 2023, 17:51). Partici-
pants were not given a time limit to complete the survey.

Participants were informed of the objective of the study, and
they were invited to fill in an online questionnaire voluntarily,
receiving a reward for their participation (they would receive £1.5,
approximately corresponding to €1.70). Participants have to express
informed consent before starting to fill in the survey. The study was
approved by the Ethical Board Committee for Research in Human
and Social Sciences (CAREUS) of the University of Siena, Italy (act

n. 04/2023). Participants’ age ranged from 20 to 60 years (𝑀 =

30.32, 𝑆𝐷 = 9.01), with a predominance of men (𝑛 = 164, 56.90%).

4.2 Design and Procedure
In structuring the questionnaire, we manipulated three factors: the
decision-maker (2 levels: Human or AI decision maker), the typol-
ogy of error (2 levels: mitigating or aggravating the decision) and
the type of offence (2 levels defined by fine or imprisonment). The
study, therefore, had a 3-way mixed experimental design. To not
overload the subjects’ task, eight versions of the same question-
naire were created, varying the order in which the scenarios were
presented so that each participant only considered four scenarios. A
counterbalanced Latin square design was used to control the order
of scenarios.

Questionnaires were composed of two sections.
The first section of the survey regarded socio-demographic ques-

tions about gender (M, F, non-binary, prefer not to answer), age (by
year), citizenship and level of education.

In the second section, participants were randomly assigned to
one of the eight different survey conditions, thus having to consider
the description of four events in which someone had committed an
offence. The scenarios had all the same structure. First, the offence
was described, e.g. “A person ran a red light”. Then the range of
possible punishment was given. This was followed by information
about who decided the amount of the fine/sentence. In all scenarios,
the value of the punishment was the intermediate figure between
the two extremes. After reading the scenario, the participant had
to answer the first question: “Do you think this penalty is fair?”.
The answer was on a 7-point Likert scale from "totally disagree”
to “totally agree". Then, the scenario continued in a second part,
in which it was reported that the decision made was wrong, either
because it had aggravated the fine/years in prison or because it had
mitigated the fine/years in prison.

In table 1 are reported the different scenarios, with the erroneous
decision and the amount of their mitigating/aggravating effects.
The wrong decision always led to an increase or decrease of the
punishment that was 1/3 of what had been formerly established.

Participants then rated the severity of the error made by the
decision-maker on a 7-point Likert scale, from “very little” to “very
much”. Another question was asked to assess the participant’s opin-
ion on the level of responsibility of the decision-maker concerning
the error, in particular evaluating how much responsibility should
be accounted to the AI system or/and to the human decision-maker
(7-point Likert scale, from “not at all” to “completely”). Lastly, there
were two questions for a self-report about knowledge in legal as-
pects.
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Figure 1: Plots of the marginal means of the seriousness ratings by (A) Type of offence, (B) Type of error, (C) Type of decision
maker, (D) Type of error and Type of offence. In (E) the average seriousness ratings for the errors by the AI system (left panel)
and by the human judged are plotted as a function of Type of error and Type of offence. Error bars are within-subject confidence
intervals for the means.

5 RESULTS
5.1 Seriousness ratings
We analysed the ratings for the seriousness of the judicial error in a
3-waymixedANOVA, including 2within-subjects factors, eachwith
2 levels (type of offence: criminal law vs civil law; type of error : aggra-
vating vs mitigating the decision), and one between-subject factor
(type of decision maker: human judge vs AI system). The results
for the analysis showed significant main effects of decision-maker
(𝐹1,287 = 6.87, 𝑝 = .009), type of offence (𝐹1,287 = 156.63, 𝑝 < .001)
and type of error (𝐹1,287 = 12.27, 𝑝 < .001). Moreover, the 2-
way type of offence by type of error interaction was significant
(𝐹1,287 = 5.53, 𝑝 = .019). Pairwise comparisons showed that the
error was judged as significantly more serious in criminal law
scenarios (𝑀𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑙 = 5.8, 𝑆𝐸 = 0.06) than in civil law ones
(𝑀𝑐𝑖𝑣𝑖𝑙 = 4.8, 𝑆𝐸 = 0.07, 𝑡287 = 12.5, 𝑝 < .001), when the error
was mitigating the decision (𝑀𝑚𝑖𝑡𝑖𝑔. = 5.4, 𝑆𝐸 = 0.06) than when
it was aggravating it (𝑀𝑎𝑔𝑔𝑟 . = 5.1, 𝑆𝐸 = 0.06, 𝑡287 = 3.5, 𝑝 =

.0005), and when the judicial decision was made by a human judge
(𝑀𝑗𝑢𝑑𝑔𝑒 = 5.4, 𝑆𝐸 = 0.07) than when it was made by an AI system
(𝑀𝐴𝐼 = 5.2, 𝑆𝐸 = 0.07, 𝑡287 = 2.62, 𝑝 = .009). The analysis of the
simple effects of the type of error for the different types of offences
that we conducted following the significant interaction, however,
showed that only in criminal law offences the error was judged

as significantly more serious when it was mitigating the sentence
(𝑀𝑚𝑖𝑡𝑖𝑔. = 6.0, 𝑆𝐸 = 0.07) for the individual on trial than when it
was aggravating it (𝑀𝑎𝑔𝑔𝑟 . = 5.5, 𝑆𝐸 = 0.08, 𝑡287 = 4.87, 𝑝 < .0001),
while for civil law offences the difference was not significant (𝑡287 =
0.57, 𝑝 = .58). The plots of the marginal means for the main effects
and for the 2-way type of offence x type of error and 3-way type of
scenario x type of error x decision maker interactions are presented
in figure 1.

5.2 Responsibility attributions
We first analysed the ratings for the degree to which the human
judge in the scenarios was considered responsible for the error in a
3-way, mixed ANOVA with the same within- and between-subjects
factors included in the analysis of the severity ratings. The results
showed, first of all, that themain effects were significant: Delegation
(𝐹1,287 = 5.35, 𝑝 = .02, ), Type of offence (𝐹1,287 = 54.3, 𝑝 < .001),
Type of error (𝐹1,287 = 13.2, 𝑝 < .001) as well as the 2-way type of
offence by type of error interaction, mirroring exactly the results
for the severity ratings. However, if the pattern of marginal means
for the effects of type of offence and of error and their interaction
replicates the one found in the seriousness ratings (as confirmed by
pairwise comparisons, whose details are reported on OSF), the main
effect of delegating the decision to an AI system had an opposite
direction: the judge was rated significantly less responsible when
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the decision was delegated to the AI system than when it was made
directly by the judge.

We then conducted a further 3-way ANOVA only of the data
for the scenarios in which the judicial decision was delegated.
The type of scenario and type of error were included as in the
previous analyses as within-subjects factors along with another
within-subjects factor (Actor) whose two levels corresponded to
the degree of responsibility that each participant attributed, respec-
tively, to the judge and to the AI system to which the judge had
delegated the decision. The main effect of Actor was significant
(𝐹1,145 = 24.1, 𝑝 < .001), and so were all the 2-way interactions
Actor x Type of offence (𝐹1,145 = 40.9, 𝑝 < .001), Actor x Type of
error (𝐹1,145 = 6.2, 𝑝 = .014), and Type of offence x Type of error
(𝐹1,145 = 10.7, 𝑝 = .001). Although the 3-way interaction was not
significant, since all the 2-way interactions were significant, we
examined the Type of offence x Type of error interaction separately
for ratings of the responsibility attributed to the different actors.

For the attributions to the judge, the simple effects of type of er-
ror across the different types of offences followed the same pattern
found for the seriousness ratings. This pattern, however, is reversed
when it comes to the attributions of responsibility to the AI system.
In this case, for criminal law scenarios, the responsibility ratings
did not vary significantly across types of errors (mitigating vs ag-
gravating). In contrast, for civil law scenarios, the responsibility
attributions were significantly higher when the error aggravated
the sentence (𝑀 = 4.97, 𝑆𝐸 = 0.15) than when it mitigated it.
(𝑀 = 4.47, 𝑆𝐸 = 0.15, 𝑡145 = 3.46, 𝑝 < .001). Concerning the main
effect of the type of actor, pairwise comparisons showed that aver-
aging across types of scenarios and errors, the judge was rated as
significantly more responsible (𝑀 = 5.32, 𝑆𝐸 = 0.10) than the AI
system (𝑀 = 4.55, 𝑆𝐸 = .12, 𝑡145 = 4.91, 𝑝 < .001).

6 DISCUSSION AND CONCLUSION
As already pointed out [19], and quite predictably, errors in judge-
ment are rated more serious when a human being commits them
(RQ1). An asymmetry that, with good reason, can be attributed
to the fact that human beings are recognised as having a higher
degree of intentionality [8]. Here we find that it is for human judges
that the error is considered to be more serious in cases where the
error implies a reduction in sentence (RQ1). This, however, is specif-
ically attributable to cases of offences for which the criminal code
is infringed (RQ1).

Reasonably linked again to the possibility of attributing agency
and intentionality is the result that human decision-makers are
more responsible for errors than the AIs they have delegated (RQ2).
This asymmetry, however, implies a sharing of responsibility be-
tween the actors involved in the judgement. In cases where a judge-
ment involves an AI that makes mistakes, the degree of responsi-
bility of the delegating human is decreased.

For judgements concerning serious events, a human judge is
expected to decide and to be severe (RQ2). However, judgments
resulting in the determination of fines might also be dealt with
by artificial agents, and benevolence is expected from them (RQ2).
These results may be due to the recognition of a different capacity
in knowledge processing: context-sensitive for human beings and
efficient and algorithmic for artificial systems.
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